2006 Economics Written Comprehensives:  

Empirical Data Exam
Student ID Number ____________

Instructions:

There are a total of 100 points in this exam.  You will use a JMP file called EmpiricalExam06.jmp and an Excel file called EmpiricalExam06.xls, but you will not need to save them. All of your answers will go on paper.  If you are having difficulty with JMP or Excel, get help from the proctor.  We suggest you read through the entire exam before starting to answer the questions.
The Research Question

What effect does job training have on the wages of low-income workers?  
Theory

Labor economists use the human capital model to explain differences in wages across individuals.  Economists start from the ideas that 1) in competitive markets people are paid the value of their marginal product and 2) that people possess human capital, which are abilities and acquired skills that make humans productive as workers.  Thus, economists believe that some individuals earn higher wages because they are innately more productive than others.  In addition, economists argue that people can increase their human capital and thereby improve their productivity by attending school.  The greater a person’s years of education, the more productive that person is, and the higher his or her observed wage, ceteris paribus.  Schooling is not the only way to acquire human capital: economists believe that workers obtain human capital by working—they learn on the job.  
Workers who earn very low wages generally have low levels of human capital. Many low-wage workers spend a lot of time unemployed or out of the labor market entirely.  This is not surprising because such workers generally have poor attitudes and work habits and because the opportunity cost of not working is very low for them.  It seems very likely that if such workers had more human capital, they would lead happier lives and would contribute more to society.  For this reason, some policy makers advocate job training programs, which are designed to impart basic skills and work habits to low-wage workers.   Do job training programs work?  This is a very important question.

The Data

The data comes from R.J. Lalonde (1986), “Evaluating the Econometric Evaluations of Training Programs with Experimental Data,” American Economic Review 76, 604-620. Professor Lalonde obtained the data from the National Supported Work Demonstration job-training program conducted by the Manpower Demonstration Research Corporation in the mid 1970s.  Lalonde describes the job training experiment as follows: 
The National Supported Work Demonstration (NSW) was a temporary employment program designed to help disadvantaged workers lacking basic job skills move into the labor market by giving them work experience and counseling in a sheltered environment. Unlike other federally sponsored employment and training programs, the NSW program assigned qualified applicants to training positions randomly. Those assigned to the treatment group received all the benefits of the NSW program, while those assigned to the control group were left to fend for themselves. 
… The MDRC admitted into the program AFDC women, ex-drug addicts, ex-criminal offenders, and high school dropouts of both sexes. For those assigned to the treatment group, the program guaranteed a job for 9 to 18 months, depending on the target group and site. The treatment group was divided into crews of three to five participants who worked together and met frequently with an NSW counselor to discuss grievances and performance. The NSW program paid the treatment group members for their work. The wage schedule offered the trainees lower wage rates than they would have received on a regular job, but allowed their earnings to increase for satisfactory performance and attendance. The trainees could stay on their supported work jobs until their terms in the program expired and they were forced to find regular employment. 

The key point about the NSW is that it was a controlled experiment in which individuals were randomly assigned to treatment (those who got job training) and control groups (those who got no job training).    The experiment began in 1976 and continued through the end of 1977, when all training programs ceased.  Participants were interviewed periodically through 1979.  
The data set you will work with is a subset of the data used by Lalonde.  Only men are included.  The key dependent variables of interest are Re78, which is real earnings in 1978 in thousands of dollars, and Unem78, which is a dummy variable set equal to 1 if the individual was unemployed throughout 1978.  These variables can be used to measure the effectiveness of the program after it ended.  If training was successful, it should have increased real earnings in 1978 and reduced the probability of year-long unemployment in 1978.  
Data  Description

Here  is a codebook for the data set:
1. Train                            =1 if assigned to job training

2. Age                              age in 1977

3. Educ                             years of education

4. Black                            =1 if black

5. Hisp                             =1 if Hispanic

6. Married                          =1 if married

7. Nodegree                         =1 if no high school degree

8. Mosinex                          # mnths prior to 1/78 in experiment
9. Re74                             real earnings, 1974, $1000s

10. Re75                            real earnings, 1975, $1000s

11. Re78                            real earnings, 1978, $1000s

12. Unem74                          =1 if unem. all of 1974

13. Unem75                          =1 if unem. all of 1975

14. Unem78                          =1 if unem. all of 1978

15. Lre74                           log(re74); zero if re74 == 0

16. Lre75                           log(re75); zero if re75 == 0

17. Lre78                           log(re78); zero if re78 == 0

18. Agesq                           age^2

Below are summary statistics for most variables. The table covers all 445 men in the data set and for the subsamples of those who did and did not receive job training.  The number of men who received training was 185; the number who did not receive training was 260.
[image: image1.emf]Variable Mean SD Min Max Mean SD Min Max Mean SD Min Max

Train 0.42 0.49 0 1 1.00 0.00 1 1 0.00 0.00 0 0

Age 25.37 7.10 17 55 25.82 7.16 17 48 25.05 7.06 17 55

Educ 10.20 1.79 3 16 10.35 2.01 4 16 10.09 1.61 3 14

Black 0.83 0.37 0 1 0.84 0.36 0 1 0.83 0.38 0 1

Hisp 0.09 0.28 0 1 0.06 0.24 0 1 0.11 0.31 0 1

Married 0.17 0.37 0 1 0.19 0.39 0 1 0.15 0.36 0 1

Nodegree 0.78 0.41 0 1 0.71 0.46 0 1 0.83 0.37 0 1

Mosinex 18.12 5.31 5 24 18.49 4.91 6 24 17.86 5.57 5 24

Re74 2.10 5.36 039.57 2.10 4.89 0 35.04 2.11 5.69 0 39.57

Re75 1.38 3.15 025.14 1.53 3.22 0 25.14 1.27 3.10 0 23.03

Re78 5.30 6.63 060.31 6.35 7.87 0 60.31 4.55 5.48 0 39.48

Unem74 0.73260.4431 0 1 0.7081 0.4559 0 1 0.75000.4338 0 1

Unem75 0.64940.4777 0 1 0.6000 0.4912 0 1 0.68460.4656 0 1

Unem78 0.30790.4621 0 1 0.2432 0.4302 0 1 0.35380.4791 0 1

No Training (n = 260) Received Training (n = 185) Entire Sample ( n= 445)


1) (5 points)  Explain the mathematical relationship between the entire sample mean for Re78 (5.30) and the Received Training mean of 6.35 and No Training mean of 4.55.  
The basic question we’d like to answer is this:  How big an impact did job training have on earnings and employment for this group of people?  There are several ways to address this question.
Observational Studies

One way to measure the effectiveness of job training would be to conduct an observational study.  One could go to states with active job training programs and survey low-income individuals, including people who had volunteered for the job training program and those who had not.  One could gather demographic information (age, education, race, ethnic group) and labor market information (unemployment history, earnings history).  
Pretend, for the moment, that the data we have comes from such an observational study.  We propose the following model for explaining real earnings in 1978:

Model 1:
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2) (5 points) How would you interpret the error term (i) in Model 1?

Using either EmpiricalExam06.jmp or EmpiricalExam06.xls, estimate Model 1 with OLS and put the results into the table below:

	Variable
	Estimate
	Std. Error

	Intercept


	
	

	Train
	
	

	Age

	
	

	Educ


	
	

	Black


	
	

	Hisp


	
	

	Married


	
	

	R2
	
	n/a

	RMSE
	
	n/a


3) (10 points)   What is the point of including all the control variables in an observational study if all you are interested in is the effect of job training?   Explain carefully.

4) (a) (5 points) Is the coefficient estimate on the job training dummy variable statistically significant?  In your answer, explain what statistically significant means and what is the implied null hypothesis.

(b) (5 points) Is the coefficient estimate on the job training dummy variable economically important?  Explain what economically important means and how you answered the question in this case.  [Note:  Economically important is a subjective concept, so we will accept different answers, but you must explain how you arrive at judgment.]

5) (5 points) How do you interpret the estimated R2?
One variation on Model 1 would include Agesq, as in Model 2:
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6) (5 points) Explain the rationale for including Agesq in Model 2.

7) (10 points) A researcher would like to test the hypothesis that one’s age has no impact on real earnings in 1978, making use of Model 2.  Explain carefully exactly what steps the researcher would need to undertake to test this hypothesis. Do not actually run the hypothesis test; you will receive full points if you describe all steps without running the test.    

Controlled Experiment

In fact our data comes not from an observational study, but from a controlled experiment, in which participants were randomly assigned to treatment (receive job training) and control (do not receive job training) groups.  

8)  (5 points) If training works, then it should increase earnings and lower unemployment.  Thus, one way to answer our basic question using the data would be to compare earnings in 1978 to earnings in 1974 among those who received training and to do a similar comparison for unemployment.  What is wrong with that approach? 

A correct way to answer the basic question is to estimate Model 3:
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Write down the results for Model 3 here:
	Variable
	Estimate
	Std. Error

	Intercept


	
	

	Train
	
	

	R2
	
	n/a

	RMSE
	
	n/a


9) (10 points) The coefficient estimate for Train in Model 3 is very close to the coefficient estimate for Train in Model 1.  This is not an accident, but rather has to do with the design of the experiment.  Explain, using the concept of omitted variable bias.  
Unemployment

Now we turn our attention to the second measure of economic welfare—unemployment rates.  
10)  (10 points) Run an OLS regression of Unemp78 on Train, report the results in the table below and interpret the meaning of the estimated slope coefficient and intercept.  This procedure is known as the linear probability model.  

	Variable
	Estimate
	Std. Error

	Intercept


	
	

	Train
	
	

	R2
	
	n/a

	RMSE
	
	n/a


Your interpretation of the estimated slope coefficient:

Your interpretation of the intercept:

11) (10 points) What is your conclusion about the effect of job training on unemployment?  Explain your reasoning.  

We ran a probit maximum likelihood model using Unemp78 and Train as dependent and independent variables and obtained results which look like this:

[image: image5.emf]Probit Maximum Likelihood Results for Dependent Variable: unem78

Number of observations 445

Missing observations  0

Mean of Dep Var 0.307865

lnL -271.583 Values of Exogenous Variables Held Constant

Number of X Variables 2 Variable Value Coeff. Est.

Iterations 5 Intercept 1 -0.37496

Pseudo R Squared 0.011473 Sumproduct -0.37496

Changing Exogenous Variable: train

Variable Estimate SE

Value (Regular 

Units)

Predicted 

Prob Y = 

1

Intercept -0.37496 0.07975 0 0.35385

train -0.32095 0.12848 0.2 0.33028

0.4 0.30736

0.6 0.28518

X Variable Mean SD 0.8 0.26379

Intercept 1 0 1 0.24324

train 0.41573 0.4934 1.2 0.22360

1.4 0.20489

1.6 0.18714

Coefficient Estimates

Predicted 

Probability 

Table

Predicted Probability Unemp78 = 1

0.00000

0.05000

0.10000

0.15000

0.20000

0.25000

0.30000

0.35000

0.40000

0 0.5 1 1.5

train


These results are also in the ProbitML1 sheet in the Excel file EmpiricalExam06.xls.  
You should be able to see that in terms of point estimates the probit procedure gives results which convey exactly the same information as the OLS procedure and in fact the summary statistics table.  
12) (5 points) Explain what point estimates are exactly the same for the OLS regression, the probit procedure, and the summary statistics table.  
13) (10 points) What are the general advantages of the probit model over the linear probability model?  (Note: these general advantages are not necessarily present in this particular case.)  
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